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Tier-1 Operations CASTOR – 9 Mar 2009
1. Service Name

CASTOR
1.1 Summary of last week: 
· LHCb, CMS, Gen CASTOR and SRM instances upgraded.  Issue with Gen instance causing downtime to be extended, due to problem with white lists.  Cause being investigated.

· Order for new kit has been delayed
· Ongoing work on castor mon box (Brian)

· Request cleaning script completed – ATLAS database is now much smaller (Shaun)

· Investigating Gridftp problems and LHCb dik server loss (Shaun)

· 2.1.8 upgrade planning (Matt/Shaun/Chris)

· deploying new virtual disk servers (Cheney)

· fixed problems with Atlas tape family (Tim)
· puppet documentation (Guy)

1.2 Developments- prioritized

New

· Start 2.1.8 certification (Chris)

· Test VDQM2 and new LSF configuration on certification instance (Chris) 

· Determine our 2.1.8 upgrade strategy (Matt)
· Prepare certification platform for stress testing (crosstalk investigations temporarily suspended) (Chris/Matt)
· Deploying new virtual disk servers for stress testing (Cheney)
· Roll out GridFTP process killer on all disk servers (Shaun)

· Reconfigure jobs/protocol on Atlas, and switch http from nfs for job manager on all instances (Chris)
· investigating problems with backing up databases and in particular the change logs (Cheney)

· Post mortem of during Gen upgrade (Chris)

Ongoing

· SRM2.8 development (Shaun)

· Review deployment of Atlas non-prod diskservers and look at problems affecting a number of these (Chris)

· Set up VO monitoring using James Jackson’s software (Brian)

· Get Atlas requirements for data processing so we can set up a new space token and new D1T0 server class (Brian)

· Get Atlas requirements for new tape family (Brian)

· testing new database SAN hardware (Cheney, Tim)

1.3 Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entries in/planned to go to GOCDB
1.4 Staffing:
Castor On Call person: Shaun; Castor on Day Duty person: Matt

1.5 Advance planning:
· Database needs to be upgraded to new hardware.  
· Nameserver needs to be upgraded before data taking

