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Tier-1 Operations CASTOR – 12 Jan 2009
1. Service Name

CASTOR
1.1 Summary of last week: 
· CMS and ATLAS SRMs using release 2.7-10
· atlas-srm = srm066[1-4].gridpp.rl.ac.uk

· cms-srm = srm20[2,3].gridpp.rl.ac.uk

· Modified LSF notification to use http rather than nfs

· Hope to see reduction in jobManager deadtime

· Modified srm config files to force close stale tcp connections.
· Core dumps on gen disk servers

· Fill /tmp and kill disk server

· Generated by LSF apps.

· Additional memory for ATLAS stager and LSF machines (2-4 GB)

· Castor302 (repack ds) has been reinstalled

· Database hot-fix applied to ATLAS (again should improve jobManager efficiency)

· DLF restarted

· Now on its own database and hardware

· Shared by all instances.

· Still not quite working correctly (some services not logging)

· New HONE VO added to CASTOR
1.2 Summary of plans for week ahead:

Developments- prioritized

· Prepare additional storage for Oracle before atlas resume testing on 14 Jan 
· Continue development of database for tracking diskservers (Guy)
· Prepare for load testing on preprod platforms for cross-talk testing; get tape working (Bonny)
· Complete configuration of VO monitoring box (Guy)

· Set up VO monitoring using James Jackson’s software (waiting input from Jackson) (Brian)

· Various config changes: 

· Move diskservers in xNonProd service classes, with diskservers enabled, but LSF queues closed for cms, lhcb, gen

· close xSpare queues (and create queues where needed) rather than hosts (Chris)

· move 3 servers in cmsTest to cmsNonProd, after re-install (Bonny)

· After 12 Jan:

· Add HONE to SRM and document the entire process of adding a VO (Matt V)

· Test policies for atlas tape families (Bonny/Matt V, after 12 Jan)

Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entries in/planned to go to GOCDB
	Component
	Description
	Start
	End
	Type

	CIP
	Software update
	13/1/09
09:00
	13/1/09
13:00
	At Risk

	GEN SRM
	Switch to SRM 2.7
	13 Jan 09 14:00
	13 Jan 09 15:00
	At-risk


Staffing:
Castor oncall person: Chris/Bonny
Bonny leaving 29-Jan (TBC)
1.3 Advance planning:
Advanced Warning of Requirements and Blocking issues:

Identified critical issue with updates affecting puppet.  Diskservers and puppet hosts must be updated together.  Increasingly will also require that puppet hosts and castor central servers are updated together.






