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Tier-1 Operations CASTOR - 22 Aug 2008

1. Service Name

CASTOR
1.1 Summary of week gone: 

· Investigate problems causing atlas and lhcb castor failures
· Finish upgrading tape servers to 64-bit
· Upgrade kernels on Pluto and Neptune RACs database hosts

· Install database for repack on Pluto

1.2 Developments

· Finish miscellaneous diskservers into puppet, including genTape, minosTape, dteamTest  (Guy)
· CIP (castor information provider) upgrade (Jens)
· Upgrade xrootd manager and peer (done?)
· Continue xrootd investigations together with Andreas Peters from CERN 
· Upgrade repack server to 2.1.7-15 and test repack (Tim)

· Prepare additional RAC nodes from hosts freed by recent migration (DBAs)
· Install DLF when new RAC nodes are ready (Shaun)
· Upgrade one tape server to 2.1.7-15 and monitor (Tim)
· Investigate slowness of vdrives command, used for tape server status (Tim)
· Investigate problems with atlas inappropriate use of svcclass atlasFarm (Shaun, lower priority)
· Test plans for atlas conditions data (Shaun, lower priority)
· Work on additional puppet hosts for redundancy, test, and development; also web report of puppet hosts (Guy)
· Start building 64-bit SRMs (Guy)
· Get xen clusters rebuilt and security updates done (Cheney/Marian)
· Updates to nagios checks resulting from 2.1.7 upgrade (Cheney)
Operational Issues and Incidents

	Not in Use (need number scheme?)
	Description
	Start
	End
	Severity
	VOs Affected

	
	Atlas primary key constraint error
	18 Aug 
	ongoing
	Critical – instance down
	atlas

	
	Lhcb primary key constraint error
	21 Aug 01:00
	ongoing
	Critical – instance down
	lhcb

	
	Cms LSF pending jobs build up, due to cmsWanOutTest and cmsWanInTest no longer in LSF config
	21 Aug 09:00
	12 Aug 10:00
	Minor – affected only disk2disk copies
	cms

	
	
	
	
	
	

	
	
	
	
	
	


1.3 Summary of plans for week ahead:

Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entries in/planned to go to GOCDB
	Component
	Description
	Start
	End
	Type

	
	Upgrade CIP
	26 Aug 09:00
	26Aug 13:00
	At risk 

	
	
	
	
	


Development priorities:

Key work in progress areas:
· CIP upgrade

· Primary key constraint error investigation

· Get repack running

· Xrootd upgrade and investigation

· Finish puppetizing misc diskservers

Advanced Warning of Requirements and Blocking issues:

· Need xrootd manager and peer upgraded so xrootd developer can investigate, and access to gdss100 and xrootd manager and peer for Andreas Peters to investigate
Advance planning:
Note that Bonny and Chris K on leave after 25 Aug.  Chris is back on 8 Sep.  Bonny is back on 22 Sep.






