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Tier-1 Operations CAS TOR -  25 July 2008

1. Service Name

CASTOR
1.1 Summary of week gone: 

· Began testing of 2.1.7-12 released on Wed
· Cleanup of castor privs database (Cupv) to prepare for 2.1.7 changes

· Diskservers for lhcb put into puppet; now have all diskservers using puppet
· Preproduction platform brought back into service with 2.1.7-10

· Investigated configuration for atlas conditions data, but no successful solution found.
· Work on xrootd progressed but not yet resolved.

· New nagios tests in production

· Workshop on diskserver deployment process

· Investigation of RAC problems, assumed related to SCSI failure
1.2 Developments

· Complete testing of 2.1.7-12, including access via srm
· Final decision on whether to proceed with RAC migration, or possibly move 2.1.7 upgrade forward.
· Xrootd problems on hold until staff available
· Work on additional puppet hosts for redundancy, test, and development; also web report of puppet hosts
· Continue migration of tape servers to 64-bit

· Start building 64-bit SRMs

· Help atlas decide where to put diskservers

· [Staff on leave: Shaun, Tim, Cheney]

Operational Issues and Incidents

	Not in Use (need number scheme?)
	Description
	Start
	End
	Severity
	VOs Affected

	
	Problems with certificate upgrades
	25 July
	25 July
	?
	

	
	Atlas stager database slowdown, due to bulk deletions
	25 July 
	25 July 
	All atlas response very slow
	atlas


1.3 Summary of plans for week ahead:

Scheduled and Cancelled Down Times:

Type=Down/At Risk/Cancelled entries in/planned to go to GOCDB

	Component
	Description
	Start
	End
	Type

	Cupv
	Upgrade to 2.1.7-12 (affects all castor users)
	29 Jul 8:30
	29 Jul 12:30
	Down

	Oracle RAC (Neptune)
	Migrate atlas, lhcb castor and srm from standalone DBs to RAC
	29 Jul 8:30
	29 Jul 16:00
	Down - maybe (to be reviewed Mon)


Plan review on Mon to decide whether to proceed with migration to neptune; may consider moving 2.1.7 upgrade forward CMS or LHCb.
Development priorities:

Key work in progress areas:

· Decision whether to proceed with RAC migration

· Cupv upgrade to 2.1.7-12

· Test 2.1.7-12 
Advanced Warning of Requirements and Blocking issues:

· Possible instability of Neptune RAC and lack of sys admin support may delay planned migration
Planned schedule through August:

29 Jul 

Migrate atlas stager, atlas srm, lhcb stager, lhcb srm onto Neptune RAC

4 Aug 

Cms instance, 2.1.7-12
5 Aug  

Gen instance, 2.1.7-12
6 Aug  

Atlas instance, 2.1.7-12
7 Aug 

Lhcb instance, 2.1.7-12
8 Aug+
Castor client on batch farm and UIs, 2.1.7-12
11 Aug  
Migrate nameserver, cms stager, cms SRM, gen stager, gen SRM onto Pluto RAC;

install cms and gen DLF

11 Aug  
Bring up atlas and lhcb DLF services on Neptune RAC; brief stager downtime







